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ABSTRACT
Social media has been used as both a communication tool and a policy evaluation tool in the public sector. Moreover, it has gradually become an important source for big data analytics in policymaking. However, little academic research has focused on the socio-technical problems that stem from the use of social media as a source for big data analytics in the public sector. This paper sheds light on such problems by focusing on several economic development indicators from social media analytics in the Japanese government. The author analyses three types of challenges identified in previous literature on big data analytics: (1) governance and privacy, (2) organisational settings, and (3) quality and bias of the data. The analysis reveals that the Ministry of Economy, Trade and Industry (METI) has tackled the problems by (1) collecting data from a study group, (2) involving academically and/or industrially highly skilled professionals across the public and the private sectors, and (3) giving explanations for the developed indicator. This paper concludes with some recommendations for other governments.

1. Background/Literature Review

Big data has been regarded as the new ‘oil’ in the private sector (Bhageshpur, 2019). Recently, many enterprises have started to use social media not only as a communication tool but also as a data source for big data analytics in many business fields (He et al., 2013). In the public sector, however, the potential of social media as a data source has just started to be identified. This paper aims to discover socio-technical problems that arise when the public sector uses social media as a source of big data analytics in policymaking.

Social media has been primarily used by the public sector as a communication tool among citizens. Here, researchers have focused on its function to reflect public opinion and contribute to democratic processes. They have pointed out that social media does not sufficiently represent citizens due to the digital divide and increasing amount of fake information. Nevertheless, it supports the public sector to collect opinions in real time (Desouza & Jacob, 2017). Subsequently, social media has been used as a policy evaluation tool, with which the public sector can measure the effectiveness of services quantitatively. For instance, Agostino & Arnaboldi (2017) propose a way of measuring public service effectiveness using Twitter data.

However, there is little research on how the public sector can use social media as a source for big data analytics. Desouza & Jacob (2017) point out the potential of social media as a prediction tool in the policymaking process, but empirical analysis from a socio-technical perspective is still needed to reveal the challenges for such use in the public sector (Vydra & Klievink, 2019). Regarding big data analysis in general, many researchers have addressed socio-technical problems in the public sector. Three types of concerns have been identified in the past literature. First, privacy and security are critical due to the need to collaborate across multiple agencies (Desouza & Jacob, 2017; Höchtl et al., 2016; Pencheva et al., 2018). Second, organisational setup, including the lack of capabilities for data analytics, matters in the implementation (Höchtl et al., 2016; Pencheva et al., 2018). Third, data quality and bias might cause problems (Desouza & Jacob, 2017; Höchtl et al., 2016). These points might cause inappropriate and inefficient use of big data in the public sector, and whether these problems are common in social media use as a source of big data analytics in the public sector is the theme of this paper.

The author selected economic prediction in the public sector as an example of social media data analytics, because economic prediction is an influential policymaking field directly affecting national economic policy (Blazquez & Domenech, 2018). Some research has previously introduced the methodology from a technological forecasting perspective; for example, Indaco (2018) indicates that Twitter data may be used to measure country-level gross domestic product.
product (GDP) in a more timely manner compared to conventional estimations.

In addition, according to some reports from practitioners, several governments have attempted to implement social media data analytics as a source of economic prediction. For example, the Australian government tries to extract skills and competencies data from LinkedIn to understand the dynamics of the labour market (World Bank, 2017). However, scant academic research analyses these items. Therefore, this paper addresses the socio-technical problems in sourcing social media data for big data analytics, using the example of economic prediction. The remainder of the paper consists of four sections. Section 2 introduces the research design, section 3 describes a use case, section 4 analyses the challenges, and the final section concludes this paper.

2. Research Design

The research question of this paper is: ‘What are the socio-technical challenges in social media use as a source of big data analytics in the public sector?’ In order to explore the question, this paper adopts a case study approach (Flick, 2014) which enables researchers to empirically investigate the details of a particular phenomenon (Yin, 2014). The author selected a case in the Japanese government, because it was one of the earliest attempts of developing new economic indicators based on social media data analysis.

The author collected data from open source documentation, such as official websites and government reports, and analysed the three socio-technical challenges raised in the literature, as explained previously (Desouza & Jacob, 2017; Höchtl et al., 2016; Pencheva et al., 2018).

3. Case Description

The Ministry of Economy, Trade and Industry (METI) in Japan has developed several economic indicators by utilising big data since 2014 (METI & PwC Aarata LLC, 2017). In 2016, METI conducted a project “to complement, expand, and refine existing government statistics, and to develop indicators that are more prompt and accurate than existing statistics” (METI & PwC Aarata LLC, 2017, p. 7). In particular, METI commissioned a private securities company to develop an index of economic situation as a demonstration project. At the same time, an expert study group was formed to accompany the development and utilisation of the indicators.

As a result of the project, METI and the agency developed a model to estimate the Index of Industrial Production (IIP) using metrics from Twitter and blogs. According to the report (METI & PwC Aarata LLC, 2017), they first selected about 200 keywords that were considered to be strongly related to the macro index. For instance, the word “overwork” was considered to be a keyword because it represents the increase of production in manufacturing. Then, they measured the correlation between the frequency of these words and the statistical index, such as IIP. Next, they analysed the text in the documents that contained those words and included only meaningful tweets (e.g. “I overworked today.”), excluding unrelated ones (e.g. “I didn’t overwork today.”). The obtained values were used to create a time series model in order to compare with IIP (METI & PwC Aarata LLC, 2017, p. 40).

This analysis included two essential methods: text mining and sentiment analysis. Text mining is “the systematic analysis of large-scale text collections” (Grimmer & Stewart, 2013, p. 268). It usually employs the bag-of-words model (Zhang et al., 2010) to categorise words, pre-process the text and create a document-feature matrix, which represents the frequency of each word in the whole text. The second method, sentiment analysis, estimates people’s sentiment from the text (Pang & Lee, 2008). Sentiment analysis is usually conducted by...
extracting the frequency of sentiment keywords (i.e. using a dictionary of sentiment keywords with the document-feature matrix made in the text mining). By combining these two methods, METI predicted real-time economic situations (see Figure 1).

METI concluded that metrics using Twitter and blogs were able to estimate the IIP with higher accuracy than those that did not use them. They emphasised the advantages, i.e. this estimation could be updated on a daily basis and could be used as a quick policy decision and investment indicator. Also, the accuracy is significantly higher than existing indices, which could improve the accuracy and speed of IIP predictions. On the other hand, METI pointed out that the model using only Twitter data was not accurate than that using multiple sources including blog data (METI & PwC Aarata LLC, 2017, p. 51).

4. Analysis

This paper analyses the case concerning the three challenges known from literature as explained in section 1: (1) governance and privacy, (2) organisational settings, and (3) data quality and bias.

First, the privacy issue is critical in social media data because the data is rarely anonymised. Further, the authors do not assume that their microblogs are mined by the public sector, although those microblogs are open to the public as long as the author does not opt out (Benedikt & Tew, 2019). Social media companies explicitly define usage rights for public entities in order to avoid inappropriate use. For instance, the Twitter Developer Agreement Policy prohibits the sharing of content with “Government End Users, whose primary function or mission includes conducting surveillance or gathering intelligence” (Twitter.com, 2020).

METI cleared this point by concluding a contract with the data collection companies. The companies formatted the raw data and passed it on to METI, which required those companies to follow the privacy rules in the contract. However, METI had to balance the conflicting goals of securing flexibility of data analysis, e.g. direct access for data source and data privacy. The company ‘owning’ the social media data conducted an analysis of social media indicators in the project, and denied raw data access due to security reasons (METI & PwC Aarata LLC, 2017, p. 233). This inflexibility is one of the limitations of social media analytics for public entities.

Second, social media analytics, like big data analytics in general, requires expertise. Academic research points out the lack of skills and human resources within the public sector. Therefore, METI partnered with several companies in the project. In its project report, METI indicates that the objective of the project was not only for the government to help making prompt and accurate economic and policy decisions, but also for the private sector to make quick and appropriate management decisions (METI & PwC Aarata LLC, 2017, p. 7). This second objective enabled METI to involve private sector companies in order to gain access to the expertise needed for social media analysis.

However, the project contract was limited to one year due to budget constraints. This meant that METI needed to renew the contract annually. Occasionally, an indicator is completely dependent on a company’s technology. Thus, transferring the technology to the government may create a problem of intellectual property rights given that the indicator will be formally published in the following year or later. For instance, one METI indicator was dependent on a technique to extract target users from Twitter, which could only be performed by one special company. While the indicator was not used in the end, this problem would have occurred, if it had been applied as an official indicator.

Finally, quality and bias of data are problematic in social media analytics as well as in big data analytics in general. In terms of quality, METI mentioned in the report that “the model using only social media cannot be estimated with high accuracy; thus, we will consider combining multiple models to improve accuracy” (METI & PwC Aarata LLC, 2017, p. 51). Also, METI mentioned that there was missing data due to the error of social media data collection (ibid, p. 51). Further, as real-time tweets were collected via application programming interfaces (APIs) from Twitter, some data could not be verified later. The public sector needs to overcome this uncertainty by enhancing resilience of data collection, if they use social media data as an official statistic.

Moreover, a precise explanation is needed when the government releases the outcome of social media analytics. Although social media analysis can provide strong evidence of economic dynamism, governments tend to fail to provide in-depth reasons for policy choices, as some researchers pointed out in the research of evidence-based policymaking (De Marchi et al., 2016). Some biases are inevitable even if the developed indicator seems to represent the trend of markets, because social media users are not representative of the full population (Desouza & Jacob, 2017). For instance, there is a veracity issue in geolocation data on Twitter, since only ca. 20% of all tweets are tagged by geolocation data (Benedikt & Tew, 2019). Therefore, governments need to be cautious about reliability when they use indicators derived from social media data analysis.

5. Conclusion

This paper addressed the research gap and socio-technical problems of social media data mining and analysing in the public sector. It analysed a case of METI to show risks and opportunities. There are three lessons from METI's case for practitioners.

Firstly, governments need to consider privacy issues when they collect social media data. One possible solution is making a privacy contract with agency companies, as METI did in their project. METI evaluated alternatives of collecting data by establishing a study group. As such, governments will be required to consider possible choices and select the most appropriate way of data collection when they use social media data as a data source of big data analytics.
Secondly, sharing a common goal with partner companies and academic institutions is critical to complement necessary skills and knowledge for social media analysis. In general, the public sector has budgetary constraints on hiring highly skilled professionals, but METI became a platform to develop economic indicators by raising the common goal across the private sector. The example indicates the opportunities for governments to become a platform of big data analytics as well as social media analytics.

Finally, a clear explanation is necessary to build trust with citizens and businesses when the government delivers the project to the public. The developed indicators are open to the public in METI’s official website with explanations about the accuracy and potential biases. Such explanations might be needed, if other governments release the results of social media analytics.

This paper concludes with limitations and the future research direction. First, the project was conducted in 2016 and 2017. Thus, further research is needed based on the recent development of technologies. Second, METI’s project was outsourced to several companies. Hence, there might be different socio-technical problems in other forms of project management. Finally, the main source of social media data was Twitter. However, different social media might have different characteristics, which could cause distinct kind of socio-technical problems. Further research is needed from these points of view in the future.
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